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(57) ABSTRACT

A real-time traffic management system comprising a main
light controller module configured to monitor and control
functionality of one or more traffic lights, a master control
unit server software application, a network operations control
module, and a network watcher application program. The
main light controller nodule communicates with one or more
coordinating light controller modules, onsite personnel, and a
network operations center. The main light controller uses a
camera that detects instances of vehicle demand and provides
live images for situational awareness. The main light control-
ler module comprises a global positioning satellite receiver
and a light sensor for monitoring ambient lighting conditions.
The network watcher application program continuously
scans incoming data, monitors performance of all compo-
nents in the system, and issues alerts and alarms to notify
personnel of events or conditions outside of established tol-
erances.

28 Claims, 34 Drawing Sheets
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TRAFFIC MANAGEMENT SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation-in-part of U.S. patent
application Ser. No. 14/458,822 filed on Aug. 13, 2014. The
’822 application is a continuation-in-part of U.S. patent appli-
cation Ser. No. 13/945,999 filed on Jul. 19, 2013 (now U.S.
Pat. No. 8,819,313). The contents of the *822 and *999 appli-
cations are incorporated herein by reference as if fully set
forth herein.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to the field of traffic
management systems, and more specifically, to a real-time
traffic management system for portable or temporary traffic
signal that allows the user to program and monitor groups of
portable traffic signal systems in real time over the Internet.

2. Description of the Related Art

At present, there are no commercially available products
that allow for the remote and local monitoring and control of
groups of mobile traffic lights, including demand-based
sequencing. Examples of prior art traffic management sys-
tems include: U.S. Pat. No. 3,729,706 (Hein, 1973); U.S. Pat.
No. 4,857,921 (McBride et al., 1989); U.S. Pat. No. 6,064,
318 (Kirchner, III et al., 2000); U.S. Pat. No. 7,333,029
(Hammett, 2008); U.S. Pat. No. 7,633,408 (Yingst et al.,
2009); U.S. Pat. No. 7,973,676 (Meshkin et al., 2011); and
U.S. Pat. No. 8,319,662 (Bontemps et al., 2012). None of
these systems incorporates the functions and features of the
present invention, as described more fully below.

BRIEF SUMMARY OF THE INVENTION

The present invention is a real-time traffic management
system comprising: a main light controller module config-
ured to monitor and control functionality of one or more
traffic lights, each traffic light comprising a signal head point-
ing in a direction; a master control unit server software appli-
cation that runs on the main light controller module; a net-
work operations control module that is in communication
with the main light controller module; and a network watcher
application program; wherein the main light controller mod-
ule is configured to communicate with one or more coordi-
nating light controller modules, onsite personnel, and a net-
work operations center; wherein the main light controller
module uses a camera that detects instances of vehicle
demand and province live images for situational awareness;
wherein the main light controller module comprises a global
positioning satellite receiver, and wherein the network
watcher application program continuously scans incoming
data, monitors performance of all components in the system,
and issues alerts and alarms to notify personnel of events or
conditions outside of established tolerances.

In a preferred embodiment, the main light controller mod-
ule communicates with the one or more coordinating light
controller modules using two or more radios operating on two
or more non-overlapping radio frequency bands. Preferably,
the main light controller module further comprises dimmer
circuitry for dimming traffic signals based on ambient light-
ing conditions. The main light controller module preferably
further comprises a compass for determining the direction in
which the signal head on each traffic signal is pointing.
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In a preferred embodiment, the main light controller mod-
ule receives commands from and reports status to an
archiving proxy server at the network operations center. Pref-
erably, the archiving proxy server actively requests status and
images from the main light controller module, receives
responses from the main light controller, and archives the
responses for immediate and long-term retrieval. The
archiving proxy server preferably responds to status and
image requests from authorized administrative users via
administrative displays, status and image requests from client
users via client displays, and status and image requests from
public users via public displays.

In a preferred embodiment, the archiving proxy server
relays commands from authorized users to the main light
controller module to provide secure monitor and control
access to intersections from any location. Preferably, the sys-
tem further comprises an archiving proxy server consolidated
summary application that allows a user to monitor multiple
intersections simultaneously. The camera preferably records
images for retrieval by the archiving proxy server and autho-
rized users and detects motion events and reports the motion
events to the master control unit server software application.

In a preferred embodiment, the master control unit server
software application responds to commands from the
archiving proxy server and from authorized remote users.
Preferably, the main light controller module uses timing
information derived from a global positioning satellite signal
to synchronize flasher mode phase transitions to an atomic
clock, thereby synchronizing flasher mode phase transitions
of all traffic signals controlled by the main light controller
module. The main light controller module preferably has a
standard operating mode, a flasher operating mode and a pilot
car operating mode.

In a preferred embodiment, each light controller module
has a dimming level, and the main light controller module is
configured to control the dimming levels of the coordinating
light controller modules. Preferably, the main light controller
module controls the dimming levels of the coordinating light
controller modules based on time of day. The main light
controller module preferably controls the dimming levels of
the coordinating light controller modules based on input from
a light sensor.

In a preferred embodiment, at least one of the coordinating
light controller modules comprises a dimming control func-
tion that dims a set of heterogeneous signal lamps. Preferably,
each signal lamp in the set of heterogeneous signal lamps has
arated voltage, an actual power consumption and a maximum
power consumption; wherein the dimming control function
measures the maximum power consumption for a given sig-
nal lamp at the rated voltage and uses pulse width modulation
to set the actual power consumption for the signal lamp to a
desired level; and wherein the actual power consumption is a
percentage of the maximum power consumption of the signal
lamp. The system preferably further comprises an adminis-
trative dialog display that allows geographically dispersed
operators and other authorized administrative personnel to
exchange messages and record operational events.

In a preferred embodiment, each of the coordinating light
controller modules has an input power channel and one or
more switched output power channels; and the system further
comprises a process for detecting anomalies on the input
power channel and the switched output power channels of
each coordinating light controller module. Preferably, the
system further comprises a process for controlling alternating
single lane traffic. The system preferably further comprises an
incremental compass recalibration function that builds and
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maintains a library of calibration samples used to derive a set
of constants required to convert raw compass samples into
calibrated azimuth values.

In a preferred embodiment, each of the coordinating light
controller modules has at least two components; and the
system further comprises a component level control function
that has the ability to reset an individual component of a light
controller module while all other components of the same
light controller module remain in an operational state. Pref-
erably, the system further comprises a display device readable
by persons in vehicles traveling on a roadway and capable of
displaying content in the form of text and images; and the
content of the display device is changed in response to traffic
conditions. The system preferably further comprises a warn-
ing light that flashes yellow while an associated signal isin a
yellow or red phase and during a brief interval prior to the
associated signal turning from green to yellow; and the warn-
ing light is controlled remotely.

In a preferred embodiment, the system further comprises at
least one motion detection window that allows a user to allo-
cate motion detection events generated by different motion
detection windows on a single camera to one or more different
signals. Preferably, the at least one motion detection window
also allows a user to allocate motion detection events from
different cameras to a single signal. The system preferably
further comprises a jump command that instructs the main
light controller module to terminate a current traffic phase,
jump to an indicated traffic phase, and continue sequencing.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1is adiagram of the system architecture of the present
invention.

FIG. 2 is a diagram of a typical installation of the onsite
components of the present invention and other hardware to
which they are connected.

FIG. 3A is a diagram of a sample deployment scenario for
the present invention involving a one-lane closure.

FIG. 3B is a diagram of a sample deployment scenario for
the present invention involving a three-way intersection.

FIG. 3C is a diagram of a sample deployment scenario for
the present invention involving a four-way intersection.

FIG. 3D is a diagram of a sample deployment scenario for
the present invention involving a four-way intersection with
four left turn bays.

FIG. 4 is a flow diagram of the components of the light
controller server software.

FIG. 5 is a flow diagram ofthe user command processing of
the light controller server software.

FIG. 6 is a flow diagram of the automated generator control
processing of the light controller server software.

FIG. 7 is a screenshot of the operator’s console display and
a diagram of its keypad layout.

FIG. 8 is a diagram of the button layout of the handheld
remote control.

FIG. 9 is a flow diagram of the camera configuration pro-
cedure.

FIG. 10 is a flow diagram of the components of the master
control unit server software.

FIG. 11 is a flow diagram of the user command processing
of the master control unit server software.

FIG. 12 is a flow diagram of the auto discovery processing
portion of the master control unit.

FIG. 13 is a screenshot of the main display of the master
control unit.

FIG. 14 is a screenshot of the map display of the master
control unit.
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FIG. 15 is a screenshot of the setup display of the master
control unit.

FIG. 16 is a screenshot of the onsite signal summary por-
tion of the setup display of the master control unit.

FIG. 17 is a screenshot of the super remote application of
the master control unit.

FIG. 18 is a flow diagram of the components of the
archiving proxy server software.

FIG. 19 is a flow diagram of the archiver process of the
archiving proxy server software.

FIG. 20 is a flow diagram of the user command processing
of the archiving proxy server software.

FIG. 21 is a screenshot of the consolidated summary dis-
play generated by the archiving proxy server software.

FIG. 22A is a first sample strip chart display generated by
the archiving proxy server software.

FIG. 22B is a second sample strip chart display generated
by the archiving proxy server software.

FIG. 22C is a third sample strip chart display generated by
the archiving proxy server software.

FIG. 23 is a flow diagram of the network watcher applica-
tion.

FIG. 24 is a flow diagram of the MCU dimming control
process.

FIG. 25 is a flow diagram of the LTC dimming control
process.

FIG. 26 is a screenshot of the administrative dialog display
of the archiving proxy server.

FIG. 27 is a flow diagram of the LTC per-channel power
monitoring process.

FIG. 28 is a flow diagram of the alternating single lane
traffic control process.

FIG. 29 is a flow diagram of the incremental compass
recalibration process.

FIG. 30 is a flow diagram of the LTC component level
control process

FIG. 31 is a diagram of the system architecture of the
present invention

FIG. 32 is a screenshot of the onsite signal summary por-
tion of the setup display of the master control unit

FIG. 33 is flow diagram of the user command processing of
the master control unit server software.

FIG. 34 is a sample strip chart display generated by the
archiving proxy server software.

DETAILED DESCRIPTION OF INVENTION
A. Overview

The present invention is a real-time traffic management
system for portable or temporary traffic signals that allows the
user to program and monitor groups of portable traffic signal
systems in real time over the Internet. Once the light control-
ler (LTC) module is installed on a portable traffic signal, the
network operations control (NOC) module, which is at a fixed
geographic location, is able to establish communications with
the control module, verify that all equipment is working prop-
erly, and program the system to control traffic according to the
desired program. Through the use of live video feeds of the
traffic approaching each signal, the control center is able to
establish vehicle demand detection locations for each lane
that the signals are controlling and utilize these vehicle arrival
events as part of the program. The live video also allows our
control center to monitor the traffic approaching each signal
to verity that the program is efficiently handling traffic flows
and to provide remote situational awareness of system opera-
tion.
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The ability to detect vehicle arrival events in multiple lanes
of traffic in the same direction (left turn, through traffic and
right turn) and to program and control each lane on separate
phases gives the system the flexibility and ability to be used in
complex applications not previously possible with temporary
signal systems. Live adjustments can be made to the program
to improve the efficiency of the traffic flow or to manually
control each signal if needed in the event of an emergency. All
data arriving at the control center, including text status data
and images (both still images and videos), is permanently
archived for both immediate real-time retrieval and also after-
the-fact review. (As used herein, the term “images” includes
both still images and videos.) At the same time, the network
watcher application program continuously scans the incom-
ing data, monitoring the performance of all the components of
the system, and issues alerts and alarms to notify control
center personnel and to update their displays, as well as to
notify designated project personnel should any events or con-
ditions occur that are outside established tolerances.

The present invention provides for remote control of traffic
intersection without the need for a continuous onsite presence
of personnel such as flaggers. Instead, the present invention
requires minimally trained onsite personnel only during the
setup and tear-down activities and whenever direct interven-
tion is required. The functionality and features of the present
invention are described more fully below with reference to the
figures.

B. Detailed Description of the Figures

FIG. 1 is a system architecture diagram for the invention.
The light controller (LTC) 101 is a computer-based controller
module capable of monitoring and controlling the functions
of typical traffic light, as well as communicating with other
LTCs 110, onsite personnel 114, and the network operations
center (NOC) 124. The LTC can control the individual signal
lamps comprising two or more independent traffic signal
heads 102, 103, two or more walk/don’t walk signals 104, and
two or more walk buttons 105. The LTC uses a camera 106
pointed in the direction of traffic approaching the signal in
detect instances of vehicle demand and also to provide images
used for situational awareness. (Note that the camera 106 is
either integral to the LTC hardware or a separate hardware
component that connects to the LTC.) The LTC has special-
ized circuitry (hardware) 107 that is capable of monitoring its
supply voltage 108, and the LTC uses this information to
control an attached generator/charging system 109.

The LTC can communicate with one or more similarly
configured coordinating LTCs 110 in the vicinity using two or
more radios 111 operating on two or more non-overlapping
radio frequency bands. The LTC does not communicate (nor
attempt to communicate) with other non-coordinating LTCs
112 in the vicinity (e.g., those operating at different intersec-
tions or under different ownership). The LTC communicates
wirelessly via an operator’s console 113 with onsite field
service personnel 114, providing a secure monitor and control
interface to authorized personnel. The LTC monitors its loca-
tion through the use of a global positioning satellite (GPS)
receiver 115 and attendant GPS satellites 116. The LTC uses
a light sensor 117 to monitor the ambient lighting conditions
118 and uses this information to optionally dim the traffic
signals lamps under its control using its dimmer circuitry 119.
The LTC uses a compass 120 to detect the direction to mag-
netic north 121 to determine the direction in which the traffic
signal head is pointing. LTC is also capable of maintaining an
uplink to the Internet 122 through a variety of common meth-
ods, including a cellular network, local wireless access such
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as WiF1i, and a traditional wired Internet connection. The LTC
uses the uplink primarily to receive commands from and
report status to the archiving proxy server (APS) 123 at the
NOC 124 but will also provide similar access to other autho-
rized remote users 125 via the administrative displays 126 for
redundancy in the event of the loss of the NOC 124. The APS
123 is preferably fixed in place onsite and not mobile (it has
a reliable connection to the Internet).

The NOC is a set of computers, software, displays, and
personnel that continuously monitors the operation of all
LTCs. The APS actively requests status from each Master
Control Unit (MCU) and pictures from each camera and
archives all responses for immediate and long-term retrieval
in either the status or image archives 127 and 128. It also
responds to indirect status and image requests from autho-
rized administrative users 125 via administrative displays 126
just as if those users were directly connected to the LTC;
similar requests from client users 129 via client displays 130;
and similar requests from public users 131 via the public
displays 132. The APS also acts to relay commands from
authorized users to ITCs in the field, providing secure moni-
tor and control access to the intersections from anywhere in
the world.

The network watcher 133 monitors the stream of data
flowing from the LTCs to the APS, looking for out-of-toler-
ance conditions (e.g., low voltage or radio link quality issues).
When such conditions are detected, the network watcher
sends notifications either via email or text message to the set
of'address on a preconfigured list. The network watcher also
maintains a series of graphs showing system parameter values
(e.g., line voltage or radio link quality) in the recent past.

FIG. 2 is a diagram showing the LTC 201 in the environ-
ment in which it operates in the work zone. A signal trailer
upon which the LTC is mounted typically comprises: wheels
and/or stabilizers 202 to provide a stable horizontal platform;
a solar charging system 203; batteries and an optional gen-
erator and charging system 204; an arm 212 to support two
standard signal heads 205; an optional monitor lamp 206; an
optional left turn arm 207 and signal head 208; one or two
optional walk/don’t walk signals 209 to control pedestrian
traffic with and against the flow of traffic; one or two optional
walk buttons 210 to indicate pedestrian demand with and
against the flow of traffic; and storage and a power supply for
the operator’s console 211. The electrical system powers the
LTC, while the LTC conditionally supplies dimmed power to
all lamps and signals, accepts inputs from the optional walk
buttons, and optionally controls the generator and associated
charging system.

The LTC’s camera records images for retrieval by the APS
or other authorized users. It also detects motion events and
reports them to the MCU. The GPS device provides location
and timing information and compass records the azimuthal
direction in which the signal head is pointing. Multiple radios
on at least two different unlicensed radio bands are used to
provide redundant communication routes in case of adverse
environmental conditions or equipment failure. The MCU
runs on the LTC 101, which coordinates the activities of its
own signal hardware as well as that of other LTCs and, where
Internet connectivity is available, responds to commands
from the APS and authorized remote users.

FIGS. 3A-3-D depict four sample scenarios, among many
others, in which traffic signals equipped as in FIG. 2 might be
deployed to control traffic in a safe and effective manner and
to also provide for remote monitor and control. The lane
closure scenario in FIG. 3A shows how two traffic signals
equipped with the invention can be used to control two-way
access to a single lane of traffic (to be configured as two
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phases, with one signal on each phase). The three-way inter-
section scenario in FIG. 3B shows how three traffic signals
equipped with the invention can be used to control three-way
intersections (two phases, with the eastbound and westbound
signals on the main phase, and the remaining southbound
signal on a second phase). The four-way intersection scenario
in FIG. 3C shows how four traffic signals equipped with the
invention can be used to control four-way intersections (two
phases, with two signals on each phase). The four-way inter-
section with four left turn bays scenario in FIG. 3D shows
how four signals equipped with the optional left turn signal
arms and heads can be used to control traffic at such an
intersection, where the phases can be defined in a number of
ways (e.g., with a north-south phase, an east-west phase, and
two separate left turn phases, or with a north-south phase, a
north-south left turn phase, an eastbound phase with pro-
tected left turn, and a westbound phase with protected left
turn).

In addition to the pictured scenarios, other scenarios—
such as for pilot car operations or for crosswalk applica-
tions—are possible because the system can support an essen-
tially unlimited number of LTCs on a given site, organized in
an unlimited number of phases, with an unlimited number of
signals per phase.

FIG. 41s a flow chart of the application functions within the
LTC server. The LTC server is a control application with a
web server interface, allowing it to both accept commands
from and return responses to user applications via a network
connection while performing its control function in the back-
ground. The mainline of the LTC server is organized as a loop
that repeats for as long as the computer remains in operation
and is depicted on the left in this figure. In response to a
network user command, the server portion of the software
spawns separate threads to service them as depleted on the
right in this figure.

At power up 401, the various electrical components of the
LTC power themselves up, and the LTC computer’s operating
system bootstraps itself into operation and eventually starts
up the LTC server. After startup, the server initializes itself
402 by reading its configuration file to determine the details of
its installation (e.g., whether a left turn signal head is present,
whether a generator is present, the identification of the
‘learned’ handheld remote control, if any), determines the
unique LTC identifier, establishes communication with the
operator’ console, establishes communication with the radio
modem hardware, if so configured, and registers with the
server software to be notified of certain web-based addresses
that form the basis of the LTC’s network interface.

In order to facilitate the MCU’s auto discovery function,
which is described below, the LTC will also transmit a beacon
message during initialization containing its identifier and
other status information, notifying all MCUs in the radio
neighborhood of its presence and availability for service.
Once initialization is complete, the server enters the server
loop by first establishing a mutual exclusion lock on the data
shared with the server threads 403, essentially locking out the
network command interface and precluding data corruption
from multiple processes writing to the same storage area.
Once the lock is obtained, the radio modem is accessed for
any valid received messages addressed to this LTC 404,
which may be commands from the MCU, from the handheld
remote control, or other authorized personnel. LTC com-
mands, the processing of which are described in FIG. 5, are
acted upon and then acknowledged with the format of the
acknowledgement being specific to the type of the originator
(MCU, handheld remote, or other user).
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Once the radio modem processing is complete, the opera-
tor’s console display is updated, and any keystrokes are ser-
viced 405. The operator’s console display and keypad layout
is described in FIG. 7. The console display consists of basic
LTC status information. The keypad can be used to issue a
limited set of LTC commands (e.g., start, stop, start left, stop
left, mode change, auto/local select, learn) and, if so config-
ured, a limited set of MCU commands (red, flash, and
sequence).

Once the operator’s console has been serviced, any learn
mode processing is performed 406. While in learn mode, the
LTC scans the received radio messages for separate start and
stop commands that are tagged with the handheld remote ID,
indicating that they originated from the same handheld
remote. If such a pair is received before the learn mode timer
expires, the identifier of the originating handheld remote is
‘learned’ by the LTC, and the LTC updates its configuration
file accordingly, making the change permanent across power
cycles. Once learn mode completes, successtully or not, the
LTC enters standard mode, cycles to red, and awaits further
command.

Once learn processing is complete, the LTC interrogates
the on-board hardware for faults such as a failed signal lamp
407. If any such faults are detected, the LTC begins reporting
a hardware fault in the status portion of all subsequent
acknowledgement messages notitying the sender of the con-
dition. The LTC will continue to report the error condition
until the fault has cleared and remained cleared for a config-
urable time period, nominally 15 minutes, giving users such
as the MCU and the APS-based applications (such as the
network watcher) ample opportunity to take any necessary
actions. Next, the supply voltage, temperature inside the LTC,
GPS location and compass headers are sampled 408. This
data is included in the status portion of subsequent acknowl-
edgement messages.

At this point, if so equipped, the generator and charging
system (which is explained in more detail in FIG. 6) is ser-
viced 409. This process involves attempting to start the gen-
erator when the line voltage is below the configured value,
detecting when the generator is running and presumably
charging the batteries, attempting to stop the generator after a
fixed and configurable run time has elapsed or when so com-
manded, detecting with the generator has stopped running,
and detecting when the generator is low on fuel. Once any
generator servicing is complete, any pending red light or
flasher mode phase transitions are handled 410. A pending red
light occurs when the LTC has transitioned either the standard
or left turn signal head into the yellow phase and has sched-
uled a phase change to red at a future time. If that time has
passed, the LTC will transition the appropriate signal head to
the red phase. Similarly, when in flasher mode, the LTC will
schedule a phase transition, on-to-oft or off-to-on, to occur
twice a second. The LTC uses the timing information derived
from the GPS signal to synchronize flasher mode phase tran-
sitions to the atomic clock at the United States Naval Obser-
vatory in Washington, D.C. In so doing, the L'TC synchro-
nizes flasher mode phase transitions of all coordinating
signals. The LTC may be configured to illuminate the selected
signal lamp during either the top half or the bottom half of the
second, allowing signals in one phase to flash alternately with
the signals in a second phase. When the timer expires, the
LTC will perform the necessary phase change by turning the
selected signal lamp on or off as need be and then schedule the
next change to occur one half second hence.

Once the pending red light or flasher mode phase transi-
tions handling is complete, the LTC will, on a specified inter-
val and if network connectivity is available, attempt to report
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its performance directly to the APS, bypassing the MCU 411.
Once the latter step is complete, the LTC will maintain its log
files on a specified interval 412. Any log files larger than a
specified size will be rotated (i.e., the current contents will be
moved to a backup file, and any subsequent log messages will
be directed to a new file). The backup file will be offloaded to
the APS, if possible, and then deleted from the system. Once
these processes complete, the LTC releases the mutual exclu-
sion lock 413 and goes to sleep for a brief period of time 414,
allowing external users to access to the server.

Where communications exist, authorized users can issue
network commands directly to the LTC server. If such a
command arrives while the LTC is sleeping 415, the server
portion of the software spawns a thread to service each
request 416. The first step in processing a user request is to
establish a mutual exclusion lock on the shared server data
417. Once the lock is obtained, the user LTC user command is
executed and acknowledged 418. In step 418, the set of com-
mands recognized by the server on the network interface is
identical to the set recognized in step 404, and the processing
ofthe user commands is as described in FIG. 5. Once the LTC
user command processing is completed, the mutual exclusion
lock is released 419, and the server thread terminates 420.

FIG. 5 is a flow diagram that shows the processing of the
LTC commands. Processing of a command starts 501 when
the routine is called from the mainline of the LTC executive or
as the result of a network user command. If the command is a
request for status 502, then an acknowledgement containing
the comprehensive LTC status is formulated and sent back to
the originator 503 and control is returned to the calling routine
504. If the command is a mode change command 505, and if
remote commanding is not locked out and if the command
contains the correct MCU ID, the operating mode of the LTC
is changed accordingly 506. For standard mode, the LTC
terminates other operating modes, cycles the standard signal
head to the red phase and, if so equipped, cycles the left turn
signal head to the red phase as well. In either case, if the signal
head in question is not already in the red phase, the signal will
be transitioned to the yellow phase, and a pending red timeout
will be set. For flasher mode, the LTC terminates other oper-
ating modes and, in the case of flash yellow, transitions the
standard and, if so equipped, the left turn signal head, to the
yellow phase. In the case of flash red mode, the LTC will
briefly transition the standard signal head and, if so equipped,
the left turn signal head, to the yellow mode before initialing
red flash mode.

For pilot car mode, the left signal head, if so equipped, is
disabled, and the standard signal head is transitioned to red as
described for standard mode. As with all remaining com-
mands, once the processing of the command is complete, an
acknowledgement containing L'TC status is sent to the origi-
nator, and control is returned to the caller. If the command is
a start or stop command for the standard or left turn signal
heads 507, and if remote command is not locked out and if the
command has the correct MCU 1D, the phase of the signal is
changed as commanded 508.

While the LTC is operating in standard mode, a start com-
mand will cause the LTC to transition the standard signal head
to the green phase, and a start left command will do the same
for the left turn signal head. Likewise, a stop command will
cause the LTC to cycle the standard signal head to the red
phase, through the configurable duration yellow phase, as
necessary, and a stop left command will do the same for the
left turn signal head. While the I'TC is operating in the flasher
mode, a start command will cause the LTC to change the
standard signal head’s flash color to yellow, and a stop com-
mand will cause it to change the standard signal head’s flash
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color to red. Similarly, while in flasher mode, a start left
command will cause the LTC to change the left turn signal
head’s flasher color to yellow, and a stop left command will
cause it to change the left turn signal head’s flasher color to
red.

While the LTC is in pilot car mode, a start command will
cause the LTC to either change the main signal head phase to
green and start a countdown timer or, if the signal was already
in the green phase, add a fixed and configurable number of
seconds to the already running countdown timer. Should the
timer expire, the LTC will transition the standard signal head
phase from green to red, through a yellow phase of config-
urable duration. While the LTC is in pilot car mode, a stop
command will also cause the LTC to transition the standard
signal head to red phase, just as if the timer had expired. While
the LTC is in pilot car mode, start left and stop left commands
will be ignored.

If the command is a learn command 509, the LTC enters
learn mode 510 and begins to listen for a pair of commands (a
start and a stop command) originating from the same hand-
held remote control within a certain timeout period. If the
command is a remote command 511 and has the correct MCU
1D, then the LTC examines the parameters and determines
whether remote commanding is being enabled (i.e., com-
manding by the MCU is to be allowed) or disabled (MCU
commanding to be locked out) and changes the state opera-
tions accordingly 512. If the command is a generator control
command 513, the LTC parses the parameters (enable/dis-
able, threshold voltage, run time, quiet hours start and end),
saves the details to the configuration file, and then executes
the specific generator control command 514; enable, which
turns on the generator control function; disable, which turns
off the generator control function; run, which starts a genera-
tor run sequence; or stop, which terminates any ongoing
generator run sequence. If the command is a left turn enable/
disable command 515, then the LTC parses the parameters to
determine whether the left turn signal head is being enabled or
disabled, updates the configuration file, and modifies process-
ing accordingly 516. If the command is a reboot command
517, then the LTC issues a time-delayed reboot command to
the system 518, allowing the command to be acknowledged
before the reboot begins. If the command was not a reboot
command, then the set of recognized LTC commands is
exhausted, a negative acknowledgement message is formu-
lated and sent to the originator 519, and control is returned to
the caller.

FIG. 6 is a flow diagram depicting the automated generator
control process. Processing begins when invoked by the main
line of the light controller server 601 and continues with
testing whether the automated generator control function is
enabled 602. If it is not, processing is complete, and control is
returned to the caller 603. If control is enabled, then the
configurable quiet hours (a period of time in which the gen-
erator should not be run) is compared against the system clock
so determine whether quiet hours are in effect 604. If quiet
hours are in effect, a check is made to determine whether the
generator is running 605. If the generator is running, the LTC
will try to stop the generator 606 by applying power briefly to
the generator stop circuit, after which control is returned to
the caller. If quiet hours are not in effect and the generator is
not being run, a test is made to determine whether the supply
voltage is less than the configurable threshold voltage 607. If
s0, then the LTC will attempt to start the generator 608 by
applying power briefly to the generator start circuit. Other-
wise, a test is made to determine whether the LTC is in the
process of starting the generator 609. If so, a test is performed
to determine whether the generator is producing alternating
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current 610, and, if so, the LTC will declare the generator to
be running 611. If the generator is not running, a timer is
consulted to determine whether a timeout has occurred 612. If
a timeout has occurred, a test is made to determine whether
too many consecutive timeouts have occurred 613. If not, the
LTC will retry the start process 614 by again applying power
briefly to the generator start circuit.

If all start retries have been exhausted, the LTC declares the
generator to be disabled 615, effectively precluding further
processing until the generator is manually re-enabled. If the
LTC was not trying to start the generator, a test is made to
determine whether the generator is being run by the LTC 616.
If so, a test is made to determine whether the configurable
generator run time has elapsed since the generator was
declared to be running 617. If so, the LTC will attempt to stop
the generator by briefly applying power to the generator stop
circuit 618.

If the generator was not being run by the LTC, a test is then
made to determine whether the LTC is attempting to stop the
generator 619, and, if so, a test is made to determine whether
the generator is producing alternating current 620. If the
generator is not producing alternating current, the LTC
declares the generator to be stopped 621. If the generator is
producing alternating current, a test is made to determine
whether a timeout has occurred since the last attempt to stop
the generator 622, and, if so, a test is made to determine if too
many consecutive timeouts have occurred 623. Ifnot, the LTC
will again attempt to stop the generator 624 by briefly apply-
ing power to the generator stop circuit. If all stop retries have
been exhausted, the LTC declares the generator to be disabled
625, eftectively precluding further processing until the gen-
erator control function is manually re-enabled. After this,
control is returned to the caller 603.

FIG. 7 is a depiction of the LTC’s operator’s console,
showing both the display portion 701 and the keypad 702. The
display includes supply voltage, current time, operating
mode, standard signal head phase, and the MCU lock out state
(auto vs. local) and software identification.

Reference numbers 703 through 709 are keys on the opera-
tor’s console keypad by which onsite personnel can send
commands to the LTC, the effect of which is identical to
similar commands received from other interfaces (e.g., the
network or radio modem interfaces). When the user presses
the start 704, stop 703, start left 706, or stop left keys 705, the
LTC acts upon them in the manner described above. When the
mode key 707 is pressed, it causes the LTC to cycle through
operating modes in the following sequence: standard, flasher,
pilot car, and then back to standard. Pressing the auto key 708
causes the LTC to toggle the master control lock out mode
between auto (MCU commanding allowed) and local (MCU
commanding locked out). Pressing learn key 709 causes the
LTC to enter the learn mode and to prompt the user to push
specific buttons on the handheld remote control whose iden-
tification is to be learned.

Reference numbers 710 through 714 are keys on the opera-
tor’s console keypad by which onsite personnel can send
commands to the MCU, thereby eftecting the operation of all
signals at the intersection. Pressing the walk with 710 or walk
against 711 key will cause the LTC to send the corresponding
event notification to the MCU, notifying it of user demand
either for traffic moving parallel with traffic approaching the
traffic signal (walk with) or for traffic moving across traffic
approaching the traffic signal (walk against). Pressing the red
key 712 will cause the LTC to send a ‘mode change red’
command to the MCU, which, if successful, will cause all
traffic signals at the intersection to cycle to the red phase.
Pressing the flash key 713 will cause the LTC to send a ‘mode
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change flash’ command to the MCU, which, if successful,
will cause all traffic signals at the intersection to change to
flash mode, the color of which is determined by the saved
master control configuration. Pressing the sequence (‘seq’)
key 714 will cause the LTC to send a ‘mode change auto’
command to the MCU, which, if successful, will cause the
MCU to begin automatically sequencing the phases of the
traffic signals at the intersection according to its saved con-
figuration.

FIG. 8 shows the handheld remote control 801 and its push
button layout. Reference numbers 802 through 805 represent
buttons that, when pressed by onsite personnel, cause the
handheld remote to transmit a command code containing the
handheld remote control’s unique ID, corresponding button
code, and checksum, which, if received by a radio modem on
an LTC that is configured to accept commands containing the
control’s unique ID, will cause the LTC to execute the corre-
sponding command (e.g., stop 802, start 803, stop left 804, or
start left 805) as if that command had been received from the
network interface or operator’s console.

FIG. 9 is a flow chart showing the LTC camera configura-
tion procedure. The camera configuration procedure is started
901 by control center personnel whenever the camera arrives
at a new location. The camera is configured 902 to have a
name that is related to the name of the LTC in which it is
installed and to know where to find the current time and in
which time zone it is installed. The camera’s image is cropped
903 to frame the approaching traffic and to discard portions of
the image not related to traffic control so as to reduce the
amount of data to be transferred to the NOC. The camera is
also configured to shrink the image in each dimension by an
inverse power of two (usually one-half) in order to further
reduce the number of pixels required to represent the image
and further reduce uplink bandwidth.

Once the scene is framed, an event detection window is
defined 904 in terms of location within the frame and in terms
of other camera-dependent parameters relating to various
threshold values that must be crossed for the camera to
declare a vehicle arrival event to have taken place. Once a
motion window is defined, the action to be taken upon such an
eventis defined 905. The action will typically be to contact the
MCU and report the event along with an identifier by which
the MCU can identify the signal at which the motion is
detected. If there are more motion detection windows to be
defined 906, the previous steps 904, 905 are repeated. Once
all windows are defined, the process is complete 907.

For a number of reasons involving viewing geometry and
traffic flows, the motion detection process may falsely trigger
on traffic moving away from the traffic signal or may trigger
multiple times for a single vehicle. To account for this, in most
cases the MCU only considers motion detection events for
signals that are already in the green phase and uses the occur-
rence of such event to extend the duration of the current green
phase up to the maximum allowable time. This has the effect
of'ignoring the false triggers for traffic moving away from the
signal (because the signal is presumably in red) and has the
effect of using only the final event when a vehicle generates
multiple events. Although the system records the number of
vehicle detection events, it make no decisions based upon the
absolute number of such events or the rates of their occur-
rences.

FIG. 10 is a flow chart of the application functions within
the MCU server software, which is a software program run-
ning on one of the LTCs in an intersection and which exer-
cises control over all coordinating onsite LTCs. The MCU
server software is a control application with web server func-
tions, allowing it to act as a server by accepting commands
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from, and returning responses to, authorized users and user
applications via a network connection and also to act as an
application controlling a real-time process. It is organized as
a loop that repeats for as long as the computer remains in
operation, as depicted on the left in this figure, and a series of
separate threads that are spawned by the server portion of the
software in response to network user commands, as depicted
on the upper right in this figure.

Atpower up 1001, the various electrical components of the
MCU power themselves up, and the MCU’s operating system
bootstraps itself into operation and eventually starts up the
MCU server software. After startup, the server initializes
itself 1002 by reading its configuration file, which may con-
tain: a list of LTCs; a set of two or more phase definitions,
each consisting of a flow name, a maximum green duration
(green max), a minimum green duration (green min), the
green time increment (green idle), yellow phase duration
(yellow), time to clear the intersection (clear time) and a set of
LTCs assigned to that phase and the cameras associated with
each; and an operating mode (e.g., standby, red, flash,
sequencing). If no configuration file is found, the MCU will
enter standby mode, passively listening to radio traffic to
identify onsite LTCs and also waiting for the discovery pro-
cess to produce the definitive list. As part of the initialization
process, a list of zero or more L'TC commands are composed
that taken together implement the mode of operation
described by the configuration file. In this way, the operating
state of the MCU, and the intersection it controls, is persistent
across reboots and power cycles. As part of the initialization
process, the MCU also launches the automated discovery
mechanism (described below in FIG. 12).

Once initialization is complete, the server enters the server
loop by first establishing a mutual exclusion lock on the data
shared with the server threads 1003, essentially locking out
the network command interface and precluding data corrup-
tion from multiple processes writing to the same storage area.
Once the lock is obtained, any pending ['TC messages are
received 1004. Each pending message is processed in the
order received and is either an acknowledgement of a previ-
ous MCU command, a command from an LTC to the MCU, or
a message that is unrelated to this MCU’s activities (e.g.,
errant transmissions). Acknowledgements of previous com-
mands are checked against any pending unacknowledged
command, and, if a match is found, the pending command is
labeled a success, and a countdown to the next command
transmission begins. Any commands from the LTCs to the
MCU are acted upon, if valid. Any unrelated message traffic
is used to maintain a list of onsite signals, wherein if the
message identifier corresponds to a known LTC (i.e., an LTC
authorized to be operated at this intersection and by this client
user) and that LTC is not already on the list of onsite LTCs, it
will be added to the list and included in any subsequent MCU
status messages. This is a critical piece of the automatic
discovery mechanism and works with the LTC’s beacon func-
tion to allow the master controller to reliably detect the pres-
ence of LTCs not actively being controlled.

Once this processing is complete, LTC timeouts are
handled 1005, wherein any LTC commands that have
remained unacknowledged in excess of a configurable time
period are declared to have failed, and after which the failure
count is incremented and checked against a maximum failure
count. Ifthe failure count has been reached, the MCU changes
to the alternate radio band, resets the retry counters, and
restarts the transmission process. If the failure count has
reached the maximum and all radio bands have been
exhausted, the MCU will declare a fault, deeming itself not to
be in control of the intersection, make the configured notifi-
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cations, and restart the command sequence from the begin-
ning in order to re-establish, and subsequently maintain, con-
trol of the intersection. Once the timeout processing is
complete, any scheduled LTC commands are transmitted
1006. The current time is compared against the next sched-
uled command transmission time, and, if found to be less, the
next scheduled command is sent, addressed to the intended
LTC, and the acknowledgement countdown timer begins.

Once that processing is complete, any green idle events are
detected and handled 1007. A green idle event occurs when,
during sequencing operations, the MCU detects that the cur-
rent phase has been active in excess of the configurable mini-
mum green time, but less than the maximum time, and there
have been no vehicle arrival events attributed to any signal on
that phase for more than the configurable green idle time.
When a green idle event occurs, the master controller simply
advances to the next command in the command sequence and,
by doing so, prematurely terminates the current traffic phase
and advances to the next, passing control of the intersection
from an idle phase to one that perhaps has traffic waiting to be
serviced.

Once that processing is complete, and if the MCU is oper-
ating in smart pilot car mode, any smart pilot car mode pro-
cessing 1008 is performed, wherein a check is made for the
reception of any commands from a handheld remote control
containing an identifier for which the MCU has been config-
ured to respond. The only relevant commands originating
from the handheld remote are: a start command, which causes
the MCU to either command the associated signal to green
and schedule the end of that phase for a configurable number
of'seconds hence or, if the signal is already in the green phase,
add a configurable number of seconds (the pilot car green idle
time) to the scheduled end of the current green phase; and a
stop command, which causes the MCU to command the LTC
to immediately cycle to the red phase.

Once that processing is complete, the auto discovery func-
tion is handled 1009, wherein information about any L'TCs
detected by the independent auto discovery process is
received and integrated with the MCU’s existing list of active
controllers and monitors, and any newly discovered units are
added to the list for subsequent reporting and usage. After this
step, the list of active onsite LTCs is examined for any entries
whose time of last contact is greater than a configurable value.
Any such entry that is not part of the active configuration (i.e.,
is not an LTC being actively commanded) is deemed to be
unreachable and is removed from the list (and removed as a
selection option from any MCU user applications).

Once that processing is complete, and on a periodic basis,
the MCU samples its supply voltage, operating temperature
and GPS location 1010 for subsequent reporting to the APS
and use by the network watcher. Once that processing is
complete, and on a periodic basis, the MCU server software
reports certain performance statistics to the APS 1011 in
order to paint a fuller picture of system operation. Once that
processing is complete, any open log files are checked against
a configurable maximum length and, if too large, are rotated
1012 in a fashion similar to that described in FIG. 4 (reference
number 412).

Once these processes complete, the MCU server software
releases the mutual exclusion lock 1013 and goes to sleep for
a brief period of time 1014, allowing external users to access
to the server. Where a network connection exists, authorized
users can issue network commands directly to the MCU
server software. When a user command arrives, it is detected
by the server 1015, which spawns a thread to service that
request 1016. The first step in processing a user request is to
establish a mutual exclusion lock on the shared server data
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1017. Once the lock is obtained, the MCU server software
command is executed 1018 and acknowledged, and any
requested data is returned to the originator. The set of com-
mands recognized by the server is described in FIG. 11. When
processing is complete, the mutual exclusion lock is released
1019, and the server thread terminates 1020.

FIG. 11 is a flow diagram that shows the processing of the
MCU commands by the MCU server software. Processing of
a command starts 1101 when the routine is invoked by the
server software as the result of a user command. If the com-
mand is a request for status 1102, then an acknowledgement
containing the MCU status, which includes the most recent
status messages from all onsite LTCs as well as detailed
information about current and recent MCU operations, is
formulated and sent back to the originator 1103, and control
is returned to the calling routine 1104, as is the case for all
successful commands. If the command is an intersection con-
figuration 1105, then the MCU server software parses and
validates the message parameters, which include intersection
name, phase definitions, and smart pilot car timing, and, if the
parameters are found to be valid, saves them to the configu-
ration file and modifies its operations to reflect the command
parameters 1106. If the command is a signal configuration
1107, then the MCU server software parses and validates the
message parameters, which include the assigned latitude and
longitude of the signal, flash color (red or yellow), name of
the traffic flow being controlled by the signal (e.g., “US 93
Northbound™), and, if the parameters are found to be valid,
saves them to the configuration file and modifies its opera-
tions to reflect the command parameters 1108.

If the command is a camera assignment command 1109,
then the MCU server software parses and validates the mes-
sage parameters, which includes the name of the camera, the
signal to which it is being assigned, and a numeric position
that indicates the position of the camera within the set of
cameras that may be assigned to the signal, and, if the param-
eters are found to be valid, saves them to the configuration file
and modifies its operations to reflect the command param-
eters 1110. If the command is a GPS assignment command
1111, then the MCU server software parses and validates the
message parameters, which includes the name GPS source
and the signal to which it is being assigned, and, if found to be
valid, saves them to the configuration file and modifies its
operations to reflect the command parameters 1112. If the
command is an LTC command to be relayed to a specific LTC
1113, then the MCU server software parses and validates the
message parameters, which include the specific LTC com-
mand, the address of the target LTC, and any parameters used
by the particular LTC command, and, if the parameters are
found to be valid, immediately sends the command to the
target LTC in a format consistent with the transmission
medium 1114. In this way, the MCU acts as a proxy for LTC
commands, allowing authorized users to send commands to
any LTC via any co-located MCU.

If the command is a vehicle detection message 1115, then
the MCU server software parses and validates the message
parameters, which include either the name of the camera that
generated the command or the identifier of an L'TC for which
the message is intended to pertain 1116. If the message
parameters are found to be valid, the MCU server software
determines the intended LTC and updates its list of recent
vehicle arrivals, which is used, if relevant and as described
below, to extend or limit green phase durations through the
green idle and auto skip mechanisms. If the command is a
skip command 1117, which has no parameters, the MCU
server software processes the command 1118 and determines
whether it is operating in the sequencing mode, and if so,
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whether current green phase has been active for at least its
minimum green duration and, if so, immediately advances to
the next command in its command sequence and in doing so
advances the intersection signal phase or, if the minimum
green duration has not been reached, schedules to advance the
intersection signal phase once the minimum green time is
reached.

If the command is a hold command 1119, which has no
parameters, the MCU server software processes the com-
mand 1120 and determines whether it is operating in the
sequencing mode, and if so, simulates a vehicle detection at
each signal in the current green phase, which, depending on
the timing of the command in relation to the command
sequence, may extend the duration of the current green phase
by up to the configurable green idle time, limited by the
configurable maximum green duration time.

If the command is one of the smart pilot car commands
1121, then the MCU server software parses and validates the
message parameters, which include the command itself (pilot
car start or pilot car stop) and takes appropriate action 1122.
If the MCU is operating in smart pilot car mode and the lone
LTC is in the red phase, a smart pilot car start command will
cause the MCU server software to immediately change the
lone LTC phase to green and start a countdown timer at the
configurable pilot car green idle time. Ifthe MCU is operating
in smart pilot car mode and the lone LTC is in the green phase,
a smart pilot car stop command will cause the MCU server
software to command the lone LTC to cycle to the red phase.
Otherwise, no action is taken by the MCU server software. If
the command is one of the mode change commands 1123,
then the MCU server software parses and validates the mes-
sage parameters, which include the command itself (red,
flasher, 1-way, sequence, off, or smart pilot car), and takes
appropriate action 1124.

Mode change commands will cause the MCU server soft-
ware to compose a set of LTC commands that will implement
the new mode of operation within the context of the configu-
ration file and then to replace the list of commands in current
operation with the newly generated list and immediately start
executing the commands on the list. For the static modes,
where intersection phase does not change once an initial
phase has been reached (red, flasher, or 1-way), the command
list consists of commands to bring the individual LTCs to the
desired operating mode and then a repeating set of status
commands that are used to ensure that the LTCs remain in the
desired operating mode. For the dynamic modes (sequencing
and smart pilot car), the command list consists of commands
to bring the LTC or controllers to the desired initial state,
followed by a repeating set of commands to sequence the
phasing of the LTCs as described by the phase definitions. If
the command is not a mode change command (or any other
command tested thus far), the set of known commands having
been exhausted, a negative acknowledgement is returned to
the originator 1125, and control is returned to the caller.

FIG. 12 is a flow diagram of the automatic discovery
mechanism employed by the MCU to maintain a list of onsite
GPS sources, cameras, and LTCs. All LTCs are GPS sources,
each LTC may have one or more cameras, and each is discov-
ered separately. The system maintains a list of all cameras and
LTCs that are authorized to work at a given location (e.g., all
LTCs operated by a specific organization). The auto discovery
process begins operation 1201 when launched during initial-
ization of the MCU server software. The auto discovery pro-
cess fetches the list of authorized LTCs 1202 and, starting at
the beginning of the list, attempts to get the next LTC on the
list 1203 and, if successful 1204, requests a status message
from the LTC 1205. If this request is successful 1206, then the
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LTC is declared to be active onsite and is included in subse-
quent MCU status messages 1207. The status message is also
scanned for GPS position data and, if found 1208, the LTC is
tagged as a source of such data 1209. This process repeats
until the list of authorized LTCs has been exhausted.

Once that processing is complete, the auto discovery pro-
cess fetches the list of known cameras 1210 and, starring at
the beginning of the list, attempts to get the next camera on the
list 1211. If successful 1212, the auto discovery process
attempts to fetch the main page from the camera’s web server
1213. If this attempt is successful 1214, then the camera is
declared to be active and is included in subsequent MCU
status messages 1215. This process repeats until the list of
authorized cameras has been exhausted. Once that processing
is complete, the auto discovery process puts itself to sleep for
a configurable period of time 1216 before starting the next
iteration.

FIG. 13 is a screenshot of the MCU’s main display page,
which is designed to display and dynamically update various
aspects of the MCU’s current configuration and details con-
cerning current and recent operations. The administrative
version of this display contains certain controls that the client
and public versions do not, and the public version contains
even fewer controls. The main display page contains the
following sub-displays and fields: a program identifier 1; the
name of the intersection and a general display description 2;
the time of the most recently received master control status
message, its age and the MCU’s time in operation 3; a pre-
populated drop-down menu for display selection 4; a pre-
populated drop-down menu for mode change selections 5, a
display of overall system status, including the MCU identi-
fier, status, mode of operation and source voltage 6; the
MCU’s current operating profile, with phase definitions
including phase name, green maximum, green minimum,
green idle, yellow, and clear durations, as well as a list of
signals belonging to each phase 7; a display of recent signal
phases and vehicle arrivals 8 in strip chart format, with one
pair of charts for each signal in the current configuration, each
chart having phase durations and vehicle inter-arrivals times
displayed; skip and hold buttons 9 by which an authorized
user can influence the timing of signal sequencing without
changing the operating mode end potentially disrupting inter-
section operations; a currant operations display 10 with one
panel for each signal in the current configuration, where each
panel contains an icon representing the signal phase, a button
allowing the authorized user to simulate arrival of a vehicle at
the corresponding signal, and a list of signal status param-
eters, including name, supply voltage, radio link quality, auto/
local mode, range from MCU in meters, operating mode of
the LTC, vehicle detection counts for the last hour and day,
operating temperature within the LTC enclosure, GPS tagand
status, distance from assigned location, list of cameras
assigned to the signal, and the most recent image from each of
the assigned cameras; and a system log area 11 where recent
time-stamped system log messages alert the user to specific
recent MCU events.

FIG. 14 is a screenshot of the MCU’s map display page,
which contains many common display elements from the
main display, with the skip and hold buttons and recent activ-
ity display elements replaced with a map display 12 depicting
the geographical locations of the various onsite cameras,
LTCs and MCUs, including those under active control of the
MCU and those not under its control. For LTCs, compass
information is used to indicate the direction in which the
associated signal is pointing. The map display includes mark-
ers for each element, which, when clicked upon, will pop up
an information box containing information specific to the
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display element. The traffic signal state is captured using
iconography from the standard Manual of Uniform Traffic
Control Devices (MUTCD).

FIG. 15 is a screenshot of the MCU’setup page, which
contains many common display elements from the main dis-
play, with the central portion of the display replaced with the
phase form 13 and onsite signal summary 14, which is
explained in detail in FIG. 16. The phase form is comprised of
several fields by which the user can define a set of phases and
the set of signals belonging to each phase. The user enters
values into the following fields for each phase: name, ideally
indicating the nature of the traffic flow under this phase 15,
green phase maximum duration 16, green phase minimum
duration 17, green idle time 18, yellow phase duration 19 and
clear phase duration 20, where all signals at the intersection
are in red phase simultaneously, allowing the intersection to
clear of traffic before advancing to the next phase.

The user also selects one or more signals (and the associ-
ated LTC) to be members of the phase 21, where any number
of signals may be members, and where a signal may be a
member of more than one phase (e.g., a signal controlling
northbound traffic may be a member of a north-south traffic
phase as well as a north with protected left turn traffic phase).
The user specifies each phase, in the desired sequence using
one line per phase, with more blank rows being automatically
displayed as needed. In addition to the phase definitions, the
form also contains two fields specific to the smart pilot car
mode of operation: maximum green duration 22 and green
idle time 23. Once the user is satisfied with the content of the
phase form, the save phases button 24 is used to send the form
contents to the MCU, where they replace the current configu-
ration.

FIG. 16 is a detailed screenshot of the onsite signal sum-
mary display referenced in FIG. 15. The summary display is
used by the MCU to display current information regarding all
onsite LTCs that may be available for usage, as well as to
accept user input regarding the interrelationships between the
components of the system and specific per-signal configura-
tion items. The display is organized as a table of rows and
columns, where each row represents a single LTC, and each
column represents some aspect of that LTC’s operation or
user configuration item, the list of which includes: a display
of the LTC name 25, any phase memberships 26, various
status items including voltage, operating temperature, current
phase and time in phase 27, vehicle detection counts for the
last hour and day, and time since the last vehicle was detected
28, as well as the following user input fields: flow name 29,
auto skip enable/disable 30, flash color selection menu popu-
lated with red or yellow selections 31, GPS selection menu
populated with known active onsite GPS sources 32, a series
of generator control buttons including separate enable, dis-
able, run, and stop buttons 33, a series of signal control
buttons including a vehicle detection simulation button,
vehicle detection count reset button, start and stop buttons,
WiFi enable and disable buttons, and a reboot button 34. In
addition, there are two or more camera selection menus 35
and 36, which are pre-populated with all active onsite camera
names, and which are used to logically assign cameras to an
LTC.

When the user presses any of the generator or signal control
buttons on this portion of the page, corresponding commands
are transmitted to the MCU for processing. In addition, when
the user makes a selection on the GPS or camera menus,
corresponding commands are sent to the MCU with no need
for further interaction. For the remaining fields (flow name,
flash color, and auto skip enable/disable), the user must press
the save flow names button 37 to make those changes active.
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FIG. 17 is screenshot of the super remote application of the
MCU server software, which provides simplified control of
the intersection as a whole and also of the individual LTCs
without the contextual status, mapping, and configuration
information of the main display. The super remote display
includes the following displays and buttons: a banner identi-
fying the display 38; a sub-header identifying the name of the
intersection and the operating mode of the MCU 39; a series
of MCU mode changes buttons including a sequence button
40, buttons for one-way flow, the number of buttons varying
with the number of phases defined in the phase table (41 and
42 in this example); an all red button 43 and a flasher mode
button 44; a signal summary section 45 that displays the LTC
identifier for each signal, as well as a traffic signal icon (which
also doubles as a signal selection button) indicating the last
report phase for that signal, with the selected signal outlined
in a heavy border; a header display 46 listing the name of the
currently selected signal, which signal would be the target of
the start or stop button action; a stop button 47, which allows
the user to issue a stop command directly to the currently
selected signal; a start button 48, which allows the user to
issue a start command directly to the currently selected sig-
nal; and a display of recent system messages 49 specifically
pertaining to the operation of the super remote application.

FIG. 18 is a flow chart of the fixed APS. The APS is a
control application with web server functions that allowing it
to both accept commands from, and return responses to,
authorized users and user applications via a network connec-
tion, as well as to perform its control tasks. It is organized as
a background loop that repeats for as long as the computer
remains in operation, as depicted on the left in this figure, and
separate threads that are spawned by the server portion of the
software in response to network user commands, as depicted
on the right in this figure.

Atpower up 1801, the various electrical components of the
APS power themselves up, and the APS’s operating system
bootstraps itself into operation and eventually starts up the
APS. As part of the startup process, the server initializes itself
1802 by reading its configuration files, which include infor-
mation about all MCUs and cameras operating within the
system. For MCUs, this information includes: MCU identi-
fier, whether the unit is active, its archiving intervals, whether
the associated unit should be watched by the network watcher
function (described below), the URL of the unit, an optional
customer and division tag, as well as a list of contact emails
for cognizant personnel, for use in generating alert and alarm
messages by the watcher function. For cameras, this informa-
tion includes the camera name, whether images from the
camera should be periodically downloaded and archived,
delays between image downloads, and URLs for the camera’s
home page and for returning a single snapshot.

As part of the initialization process, an archiver is initiated
for each MCU and camera where archiving is enabled. Once
initialization is complete, the server enters the server loop by
first establishing a mutual exclusion lock on the data shared
with server threads 1803, essentially locking out the network
command interface and precluding data corruption from mul-
tiple processes writing to the same storage area. Once the lock
is obtained, the configuration file is re-read 1804, and
archivers are added, modified, and deleted as necessary to
reflect the most recent configuration. Once that processing is
complete, the individual archivers are serviced 1805, where
completed archive requests are inserted into the appropriate
archive, and where new requests are made according to
dynamic assessments of demand. This process is described in
detail in FIG. 19.
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Once these processes complete, the APS releases the
mutual exclusion lock 1806 and goes to sleep for a brief
period of time 1807, allowing external users to access to the
server. Where a network connection exists, authorized users
can issue network commands directly to the APS. When a
user command arrives, the server detects this 1808 and
spawns a thread to service the request(s) 1809. The first step
in processing a user request is to establish a mutual exclusion
lock on the shared server data 1810. Once the lock is obtained,
the APS command is executed 1811 and acknowledged, and
any requested data is returned to the originator. The set of
commands recognized by the server is described in FIG. 20.
Once command processing completes, the mutual exclusion
lock is released 1812, and the server thread terminates 1813.

FIG. 19 is a flow diagram of the service archiver function,
where processing starts 1901 when it is called from the main-
line of the APS. The list of MCUs with active archiving is
retrieved 1902, and, if there are any further MCUSs to process
1903, a check is made to determine whether any status fetches
are pending 1904 and, if so, whether the pending fetch has
completed 1905. If so, the completion status is accessed to
determine if the fetch was successful 1906. If so, the received
MCU status message is saved in the archive 1907 and made
immediately available for retrieval by network users. Once
that processing is complete, the delay until the next status
request is calculated 1908, taking into account such factors as
baseline sampling rate and current demand for this MCUs
status messages from network users. If no fetch is pending, a
test is made to determine whether it is time for a new status
request 1909, and, if so, a fetch of MCU status is initiated
1910 and a countdown timer started for the completion of that
request.

This process iterates until each active MCU archiver has
been serviced, at which point the processing moves on to
active cameras, where a list of all such active cameras is
retrieved 1911. If there are any further cameras to process
1912, a check is made to determine whether a snapshot fetch
for that camera is pending 1913 and, if so, whether the pend-
ing fetch has completed 1914. If so, the completion status is
accessed to determine if the fetch was successful 1915. If so,
the received camera image is saved in the archive 1916 and
made immediately available for retrieve by network users.
Once that processing is complete, the delay until the next
status request is calculated 1917, taking into account such
factors as baseline sampling rate and current demand for
snapshots from this camera from network users and whether
it is day or night onsite. If no fetch is pending, a test is made
to determine whether it is time for a new snapshot request
1918, and, if so, a fetch of a snapshot is initiated 1919 and a
countdown timer started for the completion of that request.
This process iterates until each active camera archiver has
been serviced, at which point control is returned to the caller
1920.

FIG. 20 is a flow diagram for the processing of APS com-
mands, where processing begins 2001 when it is called from
athread responding to requests from the network interface. If
the command is an MCU command addressed to a specific
MCU 2002, as would be the case for proxy mode change
requests, for example, then the command is transformed into
an MCU command and transmitted to the intended MCU
2002. An acknowledgement is formulated, acknowledging
only that the command has been forwarded to the addressed
MCU, and is returned to the originator 2004, after which
control is returned to the caller 2005. If the command is a
request for an archived MCU status message or a snapshot
from a camera 2006, the name of the archive is extracted from
the request, and the appropriate archive is accessed for the



US 9,135,817 B2

21

requested information 2007, after which the information is
returned to the originator and control returned to the caller.

If'the command is a request for a list of active MCUs 2008,
then a list of active master control status archivers is com-
pleted 2009 and returned to the originator and control
returned to the caller. If the command is a request for an
archive index 2010, then the requested archiver and day are
extracted from the request and a list is constructed of all
archive items (MCU status messages or camera images) for
the specified day 2011 and returned to the originator, and
control is returned to the caller. The returned archive index
items include sufficient timing information so as to allow user
applications to replay MCU displays. Otherwise, a negative
acknowledgment is generated 2012 and returned to the origi-
nator, and control is returned to the caller.

FIG. 21 is a screenshot of an APS consolidated summary
application that displays one or more MCU status summaries
on a single display, allowing the user to monitor multiple
intersections at once. Each panel of the consolidated sum-
mary display has a similar format, and there may be a number
of such panels in each consolidated summary display. The
display panel includes the intersection name 50, a summary
of'the arrival of the last status message, including its time, age
of'that time, the time since the MCU’s last startup, the age of
the last reported MCU fault, the time duration which the
MCU has been onsite, and the unit’s operating mode 51; the
display of recent activity 8 (as described in FIG. 13), and a
signal summary table 52 containing status information from
each signal under control of the MCU and other information
such as flow name, LTC identifier, whether a hardware fault is
being reported, the operating temperature, link status, supply
voltage, time since the last reported phase change, and the
generator control status, if so configured.

FIGS. 22A-C are three different screenshots of examples
of the strip charts created by the APS using MCU status
messages. FIG. 22A depicts the reported voltages from a
single LTC over the course of three days. FIG. 22B depicts the
reported temperature for a single LTC over the course of three
days. FIG. 22C depicts the radio communication link quality
over the course of three days. The APS is capable of gener-
ating similar graphs for other parameters and for arbitrary
time periods, dependent upon the contents of its status data-
base.

FIG. 23 is a flow diagram of the network watcher applica-
tion running at the NOC. The network watcher is started 2301
at system startup and runs ina loop for as long as the computer
is in operation, looking for anomalous conditions and gener-
ating alert, alarm, and clear messages as specific system
parameters change over time. At the top of the main loop, the
network watcher determines 2302 whether its Internet con-
nection status has changed (i.e., is the connection down when
it was most recently up or up when it was most recently
down). Ifthe status has changed, the Internet connection error
status is set or cleared accordingly 2303. The network
watcher then determines 2304 whether the connection status
of'the APS has changed (i.e., is the server not reachable when
it most recently was and vice versa).

If'the status has changed, the APS connection error status is
set or cleared accordingly 2305. The network watcher then
gets a list of all MCUs being watched 2306, and for each
MCU on the list 2307, the most recent MCU status message
is retrieved and compared 2308 with the next most recently
received MCU status, several conditions are checked (e.g.,
MCU program restart, MCU sequencing errors), and any
change in status is noted 2309. The list of onsite LTCs and
their status messages is then extracted from the MCU status
message 2310, and each LTC status message 2311 is exam-
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ined and the system parameters extracted. Among these sys-
tem parameters are: supply voltage, operating temperature,
radio link quality, and change in location or pointing direc-
tion.

The network watcher then checks 2312 if the alert, alarm,
or clear thresholds have been crossed between the two most
recent status messages for the given L'TC, and, if so, the
associated error status is updated 2313. Once all of the LTCs
in an MCU status message have been examined, any new
alerts, alarm, or clear messages are consolidated into a mini-
mum number of messages 2314. The network watcher then
compares the pending messages against the list of recently
sent messages and, using a set of preconfigured lockout inter-
vals between consecutive messages of the same type, filters
out any locked out message. The network watcher then deter-
mines if any messages are left to send 2315 and, if so, sends
the notifications 2316 via email, SMS text, pager, or any other
available communication method. Its processing complete,
the watcher the goes to sleep 2317 for a specified period and,
upon waking, continues processing at the top of the loop.

FIG. 24 is a flow chart of the MCU’s dimming control
process, which is responsible for bringing each of the LTCs
under control of the MCU to a known configured dimming
level. Dimming the signal lamps during periods of low light-
ing has the twin effect of reducing eye strain on approaching
drivers and greatly reducing power consumption, the latter of
which is especially useful for solar-powered systems in that
power demand is lowered when power supply is at its lowest
level. Reducing power consumption also allows for the use of
smaller solar panels and battery banks, which presents an
economic advantage. Upon startup 2401, the dimming mode
parameter is accessed, and if the dimming function is turned
01t 2402, a check is made 2403 to determine if the signals are
already at high power, and, if not, each of the LTCs under
command of the MCU is commanded 2404 to its high power
setting, which is expressed as a percentage of its full power
consumption. If the dimming function is turned on 2405, a
check is made 2406 to determine if the signal is already at low
(dimmed) power, and, if not, each of the LTCs under the
command of the MCU is commanded 2407 to its low power
setting, which is expressed as a percentage of its full power
consumption. Ifthe dimming function is set to auto 2408, then
the current time is compared to the local twilight times 2409.
If the current time is below the first twilight of the day or after
the second twilight of the day (or if otherwise configured, e.g.,
based on the ambient light sensor), then a check is made 2410
to determine whether the signals are at their low power level.
If not, then the LTCs under command of the MCU are com-
manded to their lower power setting 2411. Otherwise, a check
is made 2412 whether the signals are at their high power level.
If not, 2413 the signals are commanded to their high power
setting. If the dimming function is set to auto update 2414,
then the early and late local twilight times are determined
2415 using the signal location as derived from GPS data or
another source of the signal location (e.g., user input or cell
tower triangulation). Processing then continues as described
under 2409. If the dimming function is not set to any of the
values tested above, processing completes 24016.

FIG. 25 is a flow chart of the LTC’s dimming control
function, which effectively dims a set of heterogeneous signal
lamps by limiting the power consumed by each lamp as a
percentage of that lamp’s maximum power consumption.
Because the lamps may have different power ratings and
efficiencies, dependent upon maker, model, age, and other
factors, it is necessary to vary the power supplied to each lamp
independently from all other lamps and to vary it in a way that
is unique to that specific lamp. This is done by first measuring
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each lamp’s maximum power consumption at its rated volt-
age and then using the pulse width modulation technique to
drive the lamp’s actual power consumption to the desired
level, measured as a percentage of the lamp’s maximum
power consumption. It should be noted that this approach
automatically compensates, as it must, for the effects of a
discharging battery, when the ratio of the pulse width modu-
lation value divided by the delivered power starts to rise. The
LTC dimming control processing starts 2501 several times a
second when a check is made 2502 as to whether it is neces-
sary to recalibrate the first channel, which is done at power up
and occasionally thereafter. If it is, a check of the system
source voltage is made 2503 to determine whether the power
supply is sufficiently close to the rated voltage. If so 2504, the
first channel’s pulse width modulation control is set to the
maximum value (100%) and, after a short delay to allow
stabilization, the power consumption on the first channel
measured and saved as the maximum power consumption for
that channel, after which the channel’s pulse width modula-
tion is reset to its previous value. In either case, the channel
power consumption is then sampled 2505 at the currant pulse
width modulation, and this value is divided by the channel’s
maximum power consumption, yielding the current dimming
ratio. If this ratio is outside the acceptable range 2506, then if
the usage is too high 2507, the pulse width modulation setting
for this channel is decremented 2508. If not, the pulse width
modulation setting for this channel is incremented 2509.
Once processing is complete for the first channel, a check is
made 2510 for any further channels to process. If there are
channels remaining, the above processing is repeated for the
next and all subsequent channels. Once all channels are
exhausted, processing is complete 2511.

FIG. 26 is a screenshot of the administrative dialog display
of the APS server software, which provides a method by
which geographically dispersed operators and other autho-
rized administrative personnel can exchange free form text
and other messages to record significant operational events,
such as operators logging on and off, changes of signal tim-
ing, interactions with emergency services, etc. The adminis-
trative dialog display includes the following displays and
buttons: a banner identifying the display 57; a message dis-
play area 58 containing columns for the message age 59, time
the message entered the system 60, user originating the mes-
sage 61, MCU to which this message refers 62, and the
content of actual message 63; and an administrative dialog
control area 64, which includes a message entry area 65
where an operator can enter a new message, a send button 66
by which the operator can transmit the contents of the mes-
sage entry area to the APS for archiving and subsequent
real-time display across the operational network as well as for
replay purposes, a show more/less control 67 that allows the
user to display a greater or fewer number of recent messages,
a filter control 68 that allows the user to display only recent
messages related to a specific MCU or to display recent
messages from multiple MCUs, and an acknowledge control
69 by which the user can confirm display of the most recant
message and cancel onscreen alerts.

FIG. 27 is a flow chart of the LTC power monitoring pro-
cess, which is responsible for detecting power anomalies on
the input power channel and all switched output power chan-
nels. For safety reasons, it is critical to know when there are
any malfunctions that may cause loss of signal lamp efficacy.
In addition, because the LTCs may be operated in remote
areas, it is useful to have as much diagnostic information
available as possible about any anomaly. The power monitor-
ing process starts 2701 with the sampling 2702 of the first
channel’s power consumption. If the first channel should be
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powered 2703, then a check is made 2704 whether the power
is completely off. If it is, then the failure count is incremented
2705 and is then compared against the maximum allowable
value 2706. If the maximum value has been exceeded, an
alarm is generated 2707 indicating a complete power fail on
the first channel. If the channel power is not completely off,
the power is then compared to the lowest allowable value
2708 and, if lower, the low power count is incremented 2709
and compared against its maximum value 2710. If greater, the
power has been below the lowest allowable value too long,
and an alarm is generated 2711 indicating low power con-
sumption, perhaps a partially failed lamp. If the channel
power is found to be above the lowest allowable value, a
check is made 2712 to determine whether the power is above
the highest allowable value and, if higher, the high power
count is incremented 2713 and then compared to its maxi-
mum values 2714. If greater, an alarm is generated 2715
indicating that the circuit is overloaded. If the channel power
is within bounds, a check is made 2716 of the channel fail
count. If that value is non-zero, then an alarm is generated
2717 indicating that an intermittent connection is likely
present on the channel. If the channel should be off, a check is
made 2718 to determine whether the power is in fact off. Ifit
is not, the stuck count is incremented 2719, and then a check
is made 2720 to determine whether the signal has been stuck
too long. If so 2721, an alarm is generated 2721 indicating
that the switch is stuck in the on position and associated signal
lamps may be erroneously on. At this point, processing for
first channel is complete, and a check is made 2722 to deter-
mine if more channels remain to be checked. If so, the above
processing is repeated with the second and each subsequent
channel until the channels are exhausted and processing com-
pletes 2723.

FIG. 28 is a flow chart of the alternating single lane traffic
algorithm of flow control, which is responsible for providing
efficient mutually exclusive access to a single traffic lane for
vehicular traffic traveling in opposing directions, as depicted
in FIG. 3A. To accomplish this, a demand delay phase is
inserted after the traditional sequence of green, yellow, and
clear (all red) phases where both signals are held in the red
phase until demand is detected at one of the signals or until
some maximum time has elapsed. In addition, if a vehicle
arrives at a signal during that signal’s clear phase and the
other signal is idle (i.e., having detected no recent vehicle
demand), control will be passed immediately back to the
signal detecting the demand. Processing starts 2801 either
periodically or in response to a vehicle detection event. A
check is made 2802 to determine whether either phase has
been idle beyond some maximum time, and, if so, demand is
simulated for the idle phase(s). Subsequent to this, a check is
made 2803 to determine if demand (real or simulated) is
registered for phase 1, and if so, a check is made 2804 to
determine if phase 1 is already in the green phase. If not, a
check is made 2805 to determine if phase 1 is in the clear
phase. If so, a check is made 2806 to determine if phase 2 is
idle. If phase 2 is idle 2807, control is passed back to phase 1,
and a new cycle begins. Otherwise, a check is made 2808 to
determine if the intersection is in the demand delay phase. If
s0, control is passed back to phase 1 as in 2807. Otherwise, the
system is commanded 2809 to skip the next demand delay
phase, as demand on phase 1 is now registered. If demand is
instead registered for phase 2 2810, a check is made 2811 to
determine if phase 2 is already in the green phase. If not, a
check is made 2812 to determine if phase 2 is in the clear
phase. If so, a check is made 2813 to determine if phase 1 is
idle. If phase 1 is idle 2814, control is passed back to phase 2,
and a new cycle begins. Otherwise, a check is made 2815 to
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determine if the intersection is in the demand delay phase,
and, if so, control is passed back to phase 2. Otherwise, the
system is commanded 2816 to skip the next demand delay
phase, as demand on phase 2 is now registered. At this point,
processing completes 2817.

FIG. 29 is a flow chart for the incremental compass reca-
libration function, which is responsible for building and
maintaining the library of calibration samples used to derive
the constants required to convert raw compass samples into
corrected, or calibrated, azimuth values. Geometrically, the
calibration constants to be determined are the x and y coor-
dinates of the center of a circle given x and y points on the
edge of that circle. The conventional approach to compass
calibration involves rotating the compass under test, and all
affixed ferrous materials and magnetic sources, at least one
revolution horizontally, all the while sampling the compass
iteratively and calculating the average of the minimum and
maximum observed x and y samples. This procedure is unsafe
and impractical for the UTC when installed in its operational
environment, typically 17 feet above, and cantilevered over,
the road surface while mounted to a hydraulically controlled
superstructure, itself mounted on a stabilized platform. An
alternate approach, described below, is to use standard
numerical methods to efficiently estimate the calibration con-
stants by taking a relatively few calibration data points under
normal operating circumstances. Further, the method pro-
vides an incrementally more accurate estimation of the cali-
bration constants by accumulating a progressively larger set
of calibration samples. The incremental compass recalibra-
tion function starts 2901 with a check 2902 to determine if a
request to clear the calibration library has been made, and, if
s0 2903, the calibration library is erased, and the calibration
constants are set to their default values. A check is then made
2904 to determine whether the compass is reporting a new
location, i.e., one whose raw compass data is significantly
different than any points already in the calibration library. If
$0 2905, a new calibration sample is taken from the compass
and added to the library, which is stored on some non-volatile
medium and is available at each subsequent power up
sequence. At this point, the incremental recalculation of the
calibration constants begins when a test is made 2906 to
determine if a pair of sample points is available for process-
ing. If so, a cord is formed between the points, and a check is
made 2907 to determine if the cord is too short for further
consideration due to accuracy concerns, and, if not, a perpen-
dicular bisector to the cord is formed 2908 and saved for
future use. Processing continues for all unique pairs of com-
pass samples. Processing then continues when a check is
made 2909 to determine if a pair of unique perpendicular
bisectors found in 2908 is available and if so, a check is made
2910 to determine if the two bisectors intersect at too shallow
of'an angle for further consideration, due to accuracy consid-
eration. If not, the intersection of the two bisectors is calcu-
lated 2911 and saved for future use, as they are estimates of
the calibration constants. Processing continues for each
unique pair of bisectors, and then a check is made 2912 to
determine if any intersections were found in 2911. If so, an
incrementally refined set of calibration constants is calculated
from those intersections 2913 and saved for use in future
calibrated azimuth computations. A check is then made 2914
to determine if a request has been made for a calibrated
azimuth reading, and, if so 2915, the calibrated azimuth is
calculated using the raw compass inputs and the calibration
constants derived in the steps described above. At this point,
processing completes 2916.

FIG. 30 is a flow chart of the LTC component level control
function, which is responsible for providing the MCU and
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other authorized applications and users the ability to reboot or
reset individual LTC system components while the remainder
of the LTC system remains operational. While in operation,
the LTC cannot be accessed safely without disrupting traffic,
and so if any of the LTC system components becomes unre-
sponsive or less than completely functional, it is high desir-
able that the misbehaving component be addressed singly and
remotely, without having to take more the drastic step of
manually cycling power on the LTC itself by physically dis-
connecting the LTC from its power supply and then recon-
necting. To achieve this, control is periodically passed to the
LTC component level control function, which starts 3001 by
determining 3002 if a system power cycle has been requested.
If's0 3003, the underlying hardware is commanded to (i) turn
off the electrical supply to all LTC electrical components,
except for that portion of the circuitry required to carry out the
power cycle, for a brief period of time sufficient to allow all
electrical components to return to their quiescent states, and
then (ii) reapply power to all LTC electrical components,
remotely simulating the primary remedial action of unplug-
ging the LTC from power and plugging it back in. At this
point, all processing terminates 3004, soon to begin again. If
a power cycle has not been requested, a test is made 3005 to
determine if a WiF1i reset has been requested. If so 3006, the
LTC takes all available actions to bring the WiF1i interface and
associated hardware to a quiescent state and then attempts to
return them to an operational state. A check is then made 3007
to determine if a cell modem reset has been requested. If so
3008, the LTC takes all available actions to bring the cell
interface and associated hardware to a quiescent state and
then attempts to return them to an operational state. A check
is then made 3009 to determine if a reset has been requested
for any other interface (e.g., 900 MHz serial radio). Ifs0 3010,
the LTC takes all available actions to bring any such interface
and its associated hardware to a quiescent state and then
attempts to return them to an operational state. A check is then
made 3011 to determine if a camera reset has been requested.
It so 3012, the LTC takes all available actions to bring the
indicated camera to a quiescent state and then attempts to
return it to an operational state. At this point, processing
completes 3013.

FIG. 31 is identical to FI1G. 1, except for the addition of two
types of specialized hardware used to provide motorists
advanced warning of the state of the intersection or of traffic
conditions ahead. These two types of specialized hardware
are operated directly by the LTC via one or more of its radios
and indirectly by the MCU and other authorized applications
and users via MCU command to the LTC. The first type of
specialized hardware is a display device 134 of the type
readable by persons in vehicles traveling on a roadway in the
vicinity of the system and capable of displaying text and/or
images. The second type of specialized hardware is a warning
light 135 of the type commonly seen on the approach to
remote and high-speed intersections and that typically flashes
yellow while the associated signal is in the yellow or red
phase and during the brief interval prior to the lamp turning
from green to yellow.

FIG. 32 is identical to FIG. 16, except for the addition of
three motion window selection columns 70, 71, and 72, each
of which is pre-populated with the unique names of the
motion detection windows present among all cameras under
the control of the MCU. These motion detection windows
allow the user to allocate motion detection events to a specific
signal and, by extension, to the phases to which the signal
belongs. More specifically, the user may allocate motion
detection events generated by different motion detection win-
dows on a single camerato one or several different signals and
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also allocate motion detection events from different cameras
to a single signal. This is useful in situations where a single
camera can detect motion on two or more traffic lanes or when
for reasons of reliably it is useful to use multiple windows on
a single camera to detect traffic on the same section of road-
way.

FIG. 33 is identical to FIG. 11, with the exception of the
addition of the jump command, which instructs the MCU to
immediately terminate the current traffic phase, jump to the
indicated phase, and continue sequencing from there. This is
useful for control of intersections with more than two traffic
phases, where a single uninterrupted command is used to
influence operations at the intersection, as opposed to using
two separate commands, which might leave the intersection
in an undesirable state should communications with the MCU
be lost between the first and second commands of the
sequence. Jump processing begins after processing of the
hold command when a check is made 1126 to determine if a
jump to a specific phase has been commanded. If so 1127, the
MCU revises its sequence of LTC commands as described
above, returns an acknowledgement to the requestor 1103,
and terminates 1104.

FIG. 34 is similar to the strip charts in FIGS. 22A-22C
except that it displays the power consumption over time for a
given LTC, including the LTC electronics and all signal lamps
controlled by the LTC. This is useful in absolute terms to
compare usage of one I'TC to another, and also in relative
terms to determine the usefulness of the dimming function,
the impact of which is directly reflected on this chart.

Although the preferred embodiment of the present inven-
tion has been shown and described, it will be apparent to those
skilled in the art that many changes and modifications may be
made without departing from the invention in its broader
aspects. The appended claims are therefore intended to cover
all such changes and modifications as fall within the true spirit
and scope of the invention.

We claim:

1. A real-time traffic management system comprising:

(a) a main light controller module configured to monitor
and control functionality of one or more traffic lights,
each traffic light comprising a signal head pointing in a
direction;

(b) a master control unit server software application that
runs on the main light controller module;

(c) a network operations control module that is in commu-
nication with the main light controller module; and

(d) a network watcher application program;

wherein the main light controller module is configured to
communicate with one or more coordinating light con-
troller modules, onsite personnel, and a network opera-
tions center;

wherein the main light controller module uses a camera
that detects instances of vehicle demand and provides
live images for situational awareness;

wherein the main light controller module comprises a glo-
bal positioning satellite receiver; and

wherein the network watcher application program continu-
ously scans incoming data, monitors performance of all
components in the system, and issues alerts and alarms
to notify personnel of events or conditions outside of
established tolerances.

2. The real-time traffic management system of claim 1,
wherein the main light controller module communicates with
the one or more coordinating light controller modules using
two or more radios operating on two or more non-overlapping
radio frequency bands.
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3. The real-time traffic management system of claim 1,
wherein the main light controller module further comprises
dimmer circuitry for dimming traffic signals based on ambi-
ent lighting conditions.

4. The real-time traffic management system of claim 1,
wherein the main light controller module further comprises a
compass for determining the direction in which the signal
head on each traffic signal is pointing.

5. The real-time traffic management system of claim 1,
wherein the main light controller module receives commands
from and reports states to an archiving proxy server at the
network operations center.

6. The real-time traffic management system of claim 5,
wherein the archiving proxy server actively requests status
and images from the main light controller module, receives
responses from the main light controller, and archives the
responses for immediate and long-term retrieval.

7. The real-time traffic management system of claim 5,
wherein the archiving proxy server responds to status and
image requests from authorized administrative users via
administrative displays, status and image requests from client
users via client displays, and status and image requests from
public users via public displays.

8. The real-time traffic management system of claim 5,
wherein the archiving proxy server relays commands from
authorized users to the main light controller module to pro-
vide secure monitor and control access to intersections from
any location.

9. The real-time traffic management system of claim 5,
further comprising an archiving proxy server consolidated
summary application that allows a user to monitor multiple
intersections simultaneously.

10. The real-time traffic management system of claim 1,
wherein the camera records images for retrieval by the
archiving proxy server and authorized users and detects
motion events and reports the motion events to the master
control unit server software application.

11. The real-time traffic management system of claim 10,
wherein the master control unit server software application
responds to commands from the archiving proxy server and
from authorized remote users.

12. The real-time traffic management system of claim 1,
wherein the main light controller module uses timing infor-
mation derived from a global positioning satellite signal to
synchronize flasher mode phase transitions to an atomic
clock, thereby synchronizing flasher mode phase transitions
of all traffic signals controlled by the main light controller
module.

13. The real-time traffic management system of claim 1,
wherein the main light controller module has a standard oper-
ating mode, a flasher operating mode and a pilot car operating
mode.

14. The real-time traffic management system of claim 1,
wherein each light controller module has a dimming level,
and the main light controller module is configured to control
the dimming levels of the coordinating light controller mod-
ules.

15. The real-time traffic management system of claim 14,
wherein the main light controller module controls the dim-
ming levels of the coordinating light controller modules
based on time of day.

16. The real-time traffic management system of claim 14,
wherein the main light controller module controls the dim-
ming levels of the coordinating light controller modules
based on input from a light sensor.
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17. The real-time traffic management system of claim 1,
wherein at least one of the coordinating light controller mod-
ules comprises a dimming control function that dims a set of
heterogeneous signal lamps.

18. The real-time traffic management system of claim 17,
wherein each signal lamp in the set of heterogeneous signal
lamps has a rated voltage, an actual power consumption and
a maximum power consumption;

wherein the dimming control function measures the maxi-

mum power consumption for a given signal lamp at the
rated voltage and uses pulse width modulation to set the
actual power consumption for the signal lamp to a
desired level; and

wherein the actual power consumption is a percentage of

the maximum power consumption of the signal lamp.

19. The real-time traffic management system of claim 1,
wherein the system further comprises an administrative dia-
log display that allows geographically dispersed operators
and other authorized administrative personnel to exchange
messages and record operational events.

20. The real-time traffic management system of claim 1,
wherein each of the coordinating light controller modules has
an input power channel and one or more switched output
power channels; and

wherein the system further comprises a process for detect-

ing anomalies on the input power channel and the
switched output power channels of each coordinating
light controller module.

21. The real-time traffic management system of claim 1,
wherein the system further comprises a process for control-
ling alternating single lane traffic.

22. The real-time traffic management system of claim 1,
wherein the system further comprises an incremental com-
pass recalibration function that builds and maintains a library
of calibration samples used to derive a set of constants
required to convert raw compass samples into calibrated azi-
muth values.
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23. The real-time traffic management system of claim 1,
wherein each of the coordinating light controller modules has
at least two components; and

wherein the system further comprises a component level

control function that has the ability to reset an individual
component of a light controller module while all other
components of the same light controller module remain
in an operational state.

24. The real-time traffic management system of claim 1,
wherein the system further comprises a display device read-
able by persons in vehicles traveling on a roadway and
capable of displaying content in the form of text and images;
and

wherein the content of the display device is changed in

response to traffic conditions.

25. The real-time traffic management system of claim 1,
wherein the system further comprises a warning light that
flashes yellow while an associated signal is in a yellow or red
phase and during a brief interval prior to the associated signal
turning from green to yellow; and

wherein the warning light is controlled remotely.

26. The real-time traffic management system of claim 1,
wherein the system further comprises at least one motion
detection window that allows a user to allocate motion detec-
tion events generated by different motion detection windows
on a single camera to one or more different signals.

27. The real-time traffic management system of claim 26,
wherein the at least one motion detection window also allows
a user to allocate motion detection events from diftferent cam-
eras to a single signal.

28. The real-time traffic management system of claim 1,
wherein the system further composes a jump command that
instructs the main light controller module to terminate a cur-
rent traffic phase, jump to an indicated traffic phase, and
continue sequencing.



